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Abstract. [t has been recently shown that it is possible to “cheat” many
machine learning algorithms — i.e., to perform minor modifications of the
inputs that would lead to a wrong classification. This feature can be used by
adversaries to avoid spam detection, to create a wrong identification allowing
access to classified information, etc. In this paper, we propose a solution to
this problem: namely, instead of applying the original machine learning algo-
rithm to the original inputs, we should first perform a random modification of
these inputs. Since machine learning algorithms perform well on random data,
such a random modification ensures us that the algorithm will, with a high
probability, work correctly on the modified inputs. An additional advantage of
this idea is that it also provides an additional privacy protection.
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1. Adversarial Inputs to Machine Learning Algorithms:
Formulation of the Problem

Machine learning algorithms have been very successful. Machine learning
algorithms allow us, based on the known examples of different phenomena, to
develop a general algorithm for detecting this phenomenon; see, e.g., [1]. For
example, when presented with data from different patients with different diagnoses,
machine learning can help diagnose new patients. When presented with examples
of spam and non-spam emails, machine learning algorithms can then determine,
with high reliability, whether a new email is a spam or not.

In many practical applications, machine learning algorithms have been very
successful: after the training stage, in the vast majority of case, they correctly
classify the inputs.
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Possibility of adversarial inputs. On random inputs, the machine learning algo-
rithms work really well. They are not perfect: there is usually a small percentage
of cases when these algorithms err, but in most cases, they classify the inputs
correctly.

The problem is that in some practical situations, the inputs are not random:
e.g., the spammers can use the machine learning algorithm’s imperfection and, on
purpose, modify the inputs so that the algorithm will erroneously classify them as
non-spams. It has been shown that there is indeed a possibility of such adversarial
small modifications of the original input; see, e.g., [3] and references therein.

This possibility seems to defeat the purpose of the machine learning algorithm:
e.g., in the spam example, we wanted to separate spam from non-spam, and with
a clever adversary, we are unable to do it.

How do we deal with such adversarial inputs? What can we do? In the ideal
world, we should come up with better machine learning algorithms, algorithms
which are not so easy to cheat. However, this is not easy: adversarial inputs
use the fact that the machine learning algorithms are not 100% perfect, and the
progress of machine learning, while showing a steady decrease in errors, seems to
indicate that it is impossible to completely get rid of such errors.

So what can we do?

2. How to Defeat Adversarial Inputs: An Idea

Main idea. For the exact adversarial input, the machine learning algorithm pro-
vides a wrong result.

However, as we have mentioned, for random inputs, the machine learning algo-
rithm usually works well. Thus, if we add a random modification to the adversarial
input, with high probability, the machine learning algorithm will provide a correct
classification of this input — and we can further decrease the probability of error
if we apply several different random modifications and apply the machine learning
algorithm to all these modifications. This leads us to the following solution to the
above problem.

Resulting solution to the above problem. Instead of applying the machine
learning algorithm to the original inputs, we should:

e first, apply a random modification to the input (e.g., add random values), and
then

e apply the original machine learning algorithm to the modified input.

Main pros and cons of this solution. The main disadvantage of the proposed
solution is that since we are adding noise to the original input, we thus slightly
decrease the efficiency of the machine learning algorithm.

The main advantage is that the adversaries can no longer disrupt the algorithm.
From the viewpoint of such problems as detecting spam or checking whether a
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person is authorized to access a certain data, this advantage clearly outdoes the
above minor disadvantage.

An additional advantage of the proposed solution. Adding random modifi-
cations to the inputs is one of the known ways of preserving data privacy; see,
e.g., [2,4]. Thus, the proposed solution has an additional advantage — it enhances
the privacy protection.
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AnHoranus. HenaBHo 6blJI0 MOKa3aHO, YTO MOXKHO «OOMaHyTb» MHOTHe aJlrOPUTMbI
MallMHHOrO0 OOy4eHHs, T.e. BBINONHHUTb HeOO/bLIME MOLU(HUKALMH BXOLOB, KOTOpBIE
IPUBENYT K HeNpaBUJbHOH KaaccH(uKauuu. JTa 0COOEHHOCTb MOXKET HCIIO0Jb30BaThCS
3/I0yMBIILIJIEHHUKaMH, 4TOObl H30exaTb OOHapyKeHHUsl cllaMa, CO3[aTb HelpaBUJ/bHYIO
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UIeHTU(PUKALHUIO, pa3pelIalolylo NOCTYN K CEeKpPeTHOH HH(opMmMauuud u T.n. B atoi
CTaTbe Mbl NIPeAJiaraeM pelleHde 3TOH NMpoOJeMbl: BMECTO MPUMEHEHHS] UCXOIHOTO aJ-
ropyUTMa MalIMHHOIO 0OyUeHUs] K MCXOAHBIM BXOJaM, Mbl JOJIXKHBI CHauaJsa BBITIOJHUTb
NPOM3BOJIbHYI0 MOAM(HKALUIO 3THX BXOLOB. TaK KakK aJropuTMbl MAaLIMHHOIO 00y4eHHs
Xopolo paboTaT co CcAy4yalHBIMU JaHHBIMH, Takas c/aydailiHas MOAM(HKaLUs rapaH-
THpYeT HaM, U4TO aJFOPUTM C BBICOKOH BepOSTHOCTBIO OyeT KOPpPeKTHO paboTaTb C MO-
IU(PHULAPOBAHHBIMU BXO#aMHU. JlOMONHUTENbHBIM MTPEUMYLIECTBOM 3TOH HIEU SIBJSETCS
TO, YTO OHA TaKxKe 00eCreyrBaeT NOMOJHUTE/bHYIO 3aINUTY KOH(PHUIEHLHATbHOCTH.

KuroueBbie cioBa: MallidHHOe oOyueHHe, BpaxKneOHble BXONHBIE NAHHBIE, HATEXKHOE

obyueHHe.
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